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Teacher coaching is considered a high- 
quality professional development opportunity 
that emphasizes job-embedded practice, intense 
and sustained durations, and active learning 
(Desimone, 2009; Russo, 2004). Generally, 
coaches observe teachers in their classes and 
then provide targeted feedback aimed at improv-
ing these practices. Coaching is closely related 
to teacher mentoring, which also targets instruc-
tional improvement through one-on-one rela-
tionships between a novice and more veteran 
teacher; however, mentoring often focuses on 
providing general advice rather than respond-
ing directly to observed classroom practices 
(Wildman, Magliaro, Niles, & Niles, 1992). To 
date, experimental evidence on teacher coaching 
has been largely positive (Allen, Pianta, Gregory, 
Mikami, & Lun, 2011; Campbell & Malkus, 
2011; Neuman & Cunningham, 2009; Powell, 
Diamond, Burchinal, & Koehler, 2010; Sailors 

& Price, 2010). This is particularly noteworthy 
compared with mixed results on the effective-
ness of school workshops and trainings that 
characterize much of the professional develop-
ment offerings provided to teachers (Darling-
Hammond, Wei, Andree, Richardson, & 
Orphanos, 2009; Yoon, Duncan, Lee, Scarloss, 
& Shapley, 2007), as well as more intensive 
development and mentoring opportunities (Garet 
et al., 2008; Garet et al., 2011; Glazerman et al., 
2008).

At the same time, this research base is new, 
and little is known about the effectiveness of spe-
cific design features or practices of different 
coaching models. Understanding which program 
features are critical for success is an important 
line of inquiry for the continued improvement of 
teacher professional development. This is espe-
cially true given the substantial costs of coaching 
(Allen et al., 2011) and the fact that coaching is 
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being adopted widely by schools, districts, and 
teacher preparation programs such as the Long 
Beach Unified School District, charter manage-
ment organizations (e.g., Aspire, KIPP, 
Uncommon Schools, YES Prep), Teach for 
America, and The New Teacher Project (Lake 
et  al., 2012; Maier, Cellini, & Grogan, 2012; 
Sawchuk, 2009; Smith, 2013).

In this article, we estimate the impact of 
MATCH Teacher Coaching (MTC) on a range of 
teacher practices using a blocked randomized 
trial and explore how changes in the coaching 
model across two cohorts are related to program 
effects. In the 2011–2012 and 2012–2013 school 
years, coaches worked with treatment teachers in 
charter schools across the Recovery School 
District in New Orleans on improving practices 
common across grades and subjects, including 
behavior management, instructional delivery, 
and student engagement. We explore whether 
this program is effective at improving teachers’  
practices by drawing on classroom observations, 
principal evaluations, and student surveys. We 
chose to focus on these process measures and 
subjective ratings, instead of test-score out-
comes, given that our primary objective is to 
examine whether the coaching program improves 
teachers’ practices across a wide range of grades 
and subjects. Use of these measures also allows 
us to triangulate the effect of coaching on a range 
of practices.

Importantly, several significant changes in the 
design and delivery of the coaching model in the 
second cohort provide a unique opportunity to 
explore potential mechanisms by which coaching 
may lead to improved teacher practice. By 
design, the scale of the MTC program increased 
between the 2 years, with 49 teachers offered 
coaching in Cohort 2 compared with 30 teachers 
in Cohort 1. To accommodate this change, MTC 
reduced the average amount of coaching it pro-
vided to teachers from 4 weeks to 3 weeks 
throughout the school year and increased teacher-
to-coach ratios. In addition, all of the coaches 
except for the program director changed across 
years. Finally, programmatic changes resulted in 
an increased focus on behavior management over 
other classroom practices. All of these were stra-
tegic changes made by the MTC staff rather than 
a targeted response to the specific set of teachers 
who participated in the second cohort. Therefore, 

between-cohort differences reflect plausibly 
exogenous variation in program characteristics, 
which we exploit in our analyses.

Results indicate no effect of coaching on any 
of our outcome measures when data are pooled 
across all teachers. However, this finding masks 
substantial variability in the effectiveness of 
coaching across cohorts. For Cohort 1, we find 
that coached teachers scored 0.56 SDs higher on a 
summary index of effective teacher practices. In 
contrast, we find no effect of coaching among 
Cohort 2 teachers. By ruling out explanations 
related to the research design (i.e., differences in 
the counterfactual and potential spillover effects, 
the sample of teachers included in each cohort, 
randomization block outliers), we attribute differ-
ential treatment effects to changes in the program 
model, which we describe in detail using a rich 
set of qualitative data including coaching logs and 
conversations with coaches. Although we lack the 
statistical power to conduct a thorough heteroge-
neity analysis and, therefore, cannot determine 
with certainty which of the components listed 
above contribute most to these results, a set of 
exploratory analyses provide suggestive evidence 
of differences in treatment effects by coach, 
coaching dosage, and the focus of coaching. To 
our knowledge, this is the first article to document 
variation in program effectiveness across individ-
ual coaches and coaching content with empirical 
evidence. We discuss the implications of these 
findings for policy and practice.

Background and Context

Although teacher coaching is gaining appeal 
as a way to develop a range of teachers’ practices 
(e.g., Lake et  al., 2012; Maier et  al., 2012; 
Sawchuk, 2009; Smith, 2013), the experimental 
evaluation literature has focused on coaching’s 
effectiveness in a few key areas. In particular, the 
bulk of this work has examined early literacy 
coaching models such as Reading First, the 
Literacy Collaborative, and Content-Focused 
Coaching. Sailors and Price (2010) found that 
classroom-based support around reading and 
comprehension strategies improved these 
practices by 0.64 to 0.78 SD. Neuman and 
Cunningham (2009) and Powell et  al. (2010) 
identified similar results for teachers’ literacy 
practices at the preschool level; the former study 
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also found effects of between 0.18 and 0.22 SDs 
on students’ early literacy skills.

Although research on other content areas has 
lagged behind, Campbell and Malkus (2011) 
found that 2 years of on-site coaching on mathe-
matical content knowledge, pedagogy, and cur-
riculum by trained mathematics coaches 
increased student achievement between 0.14 and 
0.19 SDs. Focusing on noncontent-specific 
teaching practices, Gregory, Allen, Mikami, 
Hafen, and Pianta (2014) found that Web-based 
coaching around teacher–student relationships 
increased teachers’ in-class behaviors upward of 
0.25 SD at the end of the coaching year. Allen 
and colleagues (2011) also found positive effects 
of this program on student achievement of 0.22 
SD in the postintervention year.

Despite growing evidence of the benefits of 
high-quality coaching, questions remain about 
the efficacy of different types of coaching pro-
grams. For example, studies have not compared 
the relative benefit for teachers of coaching 
geared toward content-specific knowledge and 
pedagogy versus general teaching skills. The high 
cost of coaching also raises important questions 
about the optimal design of program features such 
as coaching dosage and teacher-to-coach ratios 
that maximize effects relative to costs.

We are aware of just two studies that examine 
the characteristics of coaching programs that may 
lead to desired outcomes. In their descriptive, 
cross-sectional study of a literacy coaching pro-
gram, Marsh and colleagues (2008) found that 
teachers’ assessments of coach quality were 
related to teachers’ self-assessments of the effect 
of coaching on their instruction. This finding pro-
vides some suggestive evidence on the variability 
of coach quality, although it is limited by the self-
report nature of the data and the lack of an experi-
mental design. In the early childhood setting, 
Ramey and colleagues (2011) found that teachers 
randomly assigned to an immersion, high-density 
coaching program over 5 weeks showed larger 
gains in classroom quality relative to teachers 
who received the same number of total hours of 
coaching but spread out over 20 weeks. Similarly, 
research indicates that the dosage of standard pro-
fessional development offerings is related to pro-
gram effectiveness (Garet, Porter, Desimone, 
Birman, & Yoon, 2001; Yoon et al., 2007).

Our study builds on this prior work in two 
key ways. First, we estimate effects of a new 
coaching program focused on skills common 
across grades and subjects. Second, we examine 
whether there exist differences in treatment 
effects by specific characteristics of the coach-
ing program that vary across cohorts. Results 
can inform efforts to expand teacher coaching 
as a core component of professional develop-
ment efforts.

Research Design

MTC

As described in prior work (see Kraft & 
Blazar, 2014), MTC is an individualized coach-
ing program focused on improving teachers’ 
practices common across grades and subjects, 
including classroom management and general 
pedagogical practices. Three coaches in each 
cohort (with five coaches total across the two 
cohorts) worked with participating teachers dur-
ing a 4-day training workshop over the summer 
and then one-on-one for either three or four 
intensive, weeklong observation and feedback 
cycles throughout the school year. During each 
cycle, coaches observed teachers’ instruction and 
then debriefed at the end of the school day about 
what they observed. Coaches worked with teach-
ers to set rigorous expectations for growth and, 
then, evaluated teachers’ progress through for-
mative assessments on a classroom observation 
rubric developed by the coaching program. 
Between coaching sessions, teachers communi-
cated with coaches about their progress every 1 
to 2 weeks via email or phone.

From its inception, the developers and funders 
of MTC have been very attuned to assessing the 
effectiveness of the program. In particular, they 
were interested in the extent to which MTC 
changed the experiences of teachers and/or stu-
dents, and whether there were specific compo-
nents of the program that could be improved. As 
such, programmatic and evaluation designs were 
developed in tandem. This work stems from that 
collaboration. Prior to beginning the evaluation, 
we provided MATCH and made publicly avail-
able a report (available upon request) that out-
lined our research design, including outcome 
measures designated for confirmatory analyses.
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Sample

Participating teachers came from charter 
schools across the Recovery School District in 
New Orleans. The Recovery School District is a 
statewide district in Louisiana formed in 2003 
to transform underperforming schools, the vast 
majority of which are in New Orleans and are 
operated as charters. In partnership with New 
Schools for New Orleans, MTC coaches 
recruited teachers of all grade levels and subject 
areas but with a focus on early- and midcareer 
teachers—a population known to require on-site 
support and assistance (Kaufman, Johnson, 
Kardos, Liu, & Peske, 2002). Given the capac-
ity constraints with three coaches, MTC staff 
chose to limit the pool of teachers who would be 
eligible to receive coaching to those teachers 
who expressed high levels of interest in the pro-
gram, completed all required paperwork, and 
received permission from their principal. In 
Cohort 1, this restriction resulted in a final sam-
ple of 59 teachers from 20 schools. In planning 
for Cohort 2, program leaders reduced the num-
ber of weeks of coaching a teacher received 
from four to three to provide coaching to a 
larger group of teachers. Using these sample 
selection criteria, coaches recruited and selected 
94 teachers to participate in Cohort 2. None of 
these teachers were members of either the treat-
ment or control group in Cohort 1. These teach-
ers worked across 25 schools, 17 of which were 
the same as those in Cohort 1.

Among the participating teachers in each 
cohort, we randomly assigned half to receive an 
offer of coaching using a blocked randomized 
design. In most cases, these blocks were the 
schools in which teachers worked in the spring 
prior to the study year. Three of the 40 total 
blocks consisted of teachers from multiple school 
sites. This was true when there was only one 
teacher at a given school or, in Cohort 2, when 
we recruited additional teachers after the initial 
round of randomization.

In Tables 1 and 2, we present descriptive sta-
tistics on participating teachers and schools, 
respectively. Thirty-three percent of all teachers 
taught humanities, and 23% taught science, 
technology, engineering, and mathematics 
(STEM) subjects (i.e., science or math). In all, 
71% were female, 76% were White, and 18% 
were African American. Over three fourths of 

the teachers entered the profession through 
alternative certification programs, such as Teach 
for America or TeachNOLA, and attended an 
undergraduate institution whose admission pro-
cess is rated as “Very Competitive” or higher by 
Barron’s rankings. Twenty-four percent held a 
master’s degree. Comparing across cohorts, we 
find that the samples of participating teachers 
were fairly similar on observable characteris-
tics. The only variable for which we detect a 
statistically significant difference between 
cohorts is teacher experience, where 27% of 
teachers in Cohort 1 were in their first or second 
year of teaching, compared with 63% of teach-
ers in Cohort 2 (p < .001).

Of the 28 schools that participated in at least 1 
year of the study, roughly one third were at the 
elementary level and an additional third span 
kindergarten through eighth grade. Fourteen per-
cent and 18% of schools were at the middle and 
high school levels, respectively. All schools 
served student populations that were more than 
90% African American; in all but one, more than 
90% of students were eligible for free or reduced-
price lunch. School rankings on a state “perfor-
mance index” ranged from 27.3 to 112.9 with an 
average of 75.8, slightly higher than the Recovery 
School District average of 74, but notably lower 
than the state average of 99. We find no statisti-
cally significant differences in school character-
istics across cohorts given that 17 schools 
participated in the program in both years (F = 
0.16, p = .988).

Data and Measures

We utilize three primary sources of data to tri-
angulate the effect of MTC on teachers’ practices: 
a classroom observation protocol developed by 
MTC and aligned to the coaching program, a prin-
cipal evaluation derived from previous studies, 
and the TRIPOD student survey. We focus specifi-
cally on process measures and subjective ratings 
rather than on student achievement given both 
substantive and practical concerns about using 
test-score outcomes. First, these process measures 
align with our primary focus of changing teachers’ 
practices across grades and subjects. Given this 
goal, fewer than half of the teachers in our study 
taught in tested grades and subjects. Within  
randomization blocks, there was no guarantee that 

 at Harvard Libraries on September 5, 2016http://eepa.aera.netDownloaded from 

http://eepa.aera.net


546

Table





 1
Te

ac
he

r 
C

ha
ra

ct
er

is
ti

cs
 a

nd
 B

al
an

ce
 B

et
w

ee
n 

Tr
ea

tm
en

t G
ro

up
s 

an
d 

C
oh

or
ts

A
ll

 
te

ac
he

rs

C
oh

or
t 1

C
oh

or
t 2

 
M

p 
va

lu
e 

on
 

di
ff

er
en

ce

M

p 
va

lu
e 

on
 

di
ff

er
en

ce

 

 
A

ll
 

te
ac

he
rs

T
re

at
m

en
t 

te
ac

he
rs

C
on

tr
ol

 
te

ac
he

rs
A

ll
 

te
ac

he
rs

T
re

at
m

en
t 

te
ac

he
rs

C
on

tr
ol

 
te

ac
he

rs

p  
va

lu
e 

on
 

di
ff

er
en

ce
 

be
tw

ee
n 

co
ho

rt
s

T
ea

ch
er

 b
ac

kg
ro

un
d 

ch
ar

ac
te

ri
st

ic
s

 
In

te
re

st
 in

 c
oa

ch
in

g 
(s

ca
le

 f
ro

m
 1

 to
 1

0)
9.

1
9.

1
9.

2
9.

0
.3

19
9.

1
9.

1
9.

1
.8

29
.9

29
 

F
em

al
e 

(%
)

71
.2

74
.6

70
.0

0.
8

.2
67

69
.1

69
.4

68
.9

.8
20

.4
74

 
A

fr
ic

an
 A

m
er

ic
an

 (
%

)
17

.6
16

.9
20

.0
0.

1
.8

58
18

.1
14

.3
22

.2
.2

44
.8

59
 

W
hi

te
 (

%
)

75
.8

76
.3

76
.7

0.
8

.5
64

75
.5

75
.5

75
.6

.9
84

.9
18

 
A

ge
 (

ye
ar

s)
25

.6
26

.1
26

.1
26

.1
.9

57
25

.3
24

.9
25

.7
.3

08
.1

75
 

T
ea

ch
in

g 
ex

pe
ri

en
ce

 (
ye

ar
s)

3.
2

4.
0

3.
9

4.
0

.8
93

2.
6

2.
6

2.
7

.6
74

.0
01

 
F

ir
st

- 
or

 s
ec

on
d-

ye
ar

 te
ac

he
r 

(%
)

49
.0

27
.1

26
.7

27
.6

.8
66

62
.8

65
.3

60
.0

.5
37

<
.0

01
 

T
hi

rd
- 

or
 f

ou
rt

h-
ye

ar
 te

ac
he

r 
(%

)
31

.4
42

.4
53

.3
31

.0
.1

24
24

.5
22

.4
26

.7
.8

03
.0

20
 

F
if

th
- 

or
 h

ig
he

r 
ye

ar
 te

ac
he

r 
(%

)
19

.6
30

.5
20

.0
41

.4
.1

07
12

.8
12

.2
13

.3
.5

13
.0

07
 

A
lt

er
na

ti
ve

ly
 c

er
ti

fi
ed

 (
%

)
79

.1
76

.3
80

.0
72

.4
.6

23
80

.9
81

.6
80

.0
.6

61
.5

01
 

M
as

te
r’

s 
de

gr
ee

 (
%

)
23

.5
22

.0
20

.0
24

.1
.7

55
24

.5
24

.5
24

.4
.9

41
.7

32
 

C
ol

le
ge

 r
an

ke
d 

ve
ry

 c
om

pe
ti

ti
ve

 o
r 

hi
gh

er
 (

%
)

77
.8

76
.3

73
.3

79
.3

.5
61

78
.7

83
.7

73
.3

.3
53

.7
25

T
ea

ch
in

g 
an

d 
sc

ho
ol

 c
ha

ra
ct

er
is

ti
cs

 
T

ea
ch

 a
ll

 s
ub

je
ct

s 
(%

)
43

.8
42

.4
43

.3
41

.4
.8

26
44

.7
42

.9
46

.7
.7

94
.7

81
 

T
ea

ch
 h

um
an

it
ie

s 
(%

)
33

.3
35

.6
36

.7
34

.5
.9

23
31

.9
36

.7
26

.7
.2

42
.6

41
 

T
ea

ch
 S

T
E

M
 (

%
)

22
.9

22
.0

20
.0

24
.1

.7
94

23
.4

20
.4

26
.7

.3
46

.8
46

F
 s

ta
ti

st
ic

 f
ro

m
 jo

in
t t

es
t

0.
46

0
0.

62
0

2.
06

0
p 

va
lu

e
.9

24
.8

20
.0

24
n 

(t
ea

ch
er

s)
15

3
59

30
29

94
49

45
 

N
ot

e.
 T

re
at

m
en

t-
 a

nd
 c

on
tr

ol
-g

ro
up

 m
ea

ns
 a

re
 e

st
im

at
ed

 f
ro

m
 r

eg
re

ss
io

n 
m

od
el

s 
th

at
 c

on
tr

ol
 f

or
 f

ix
ed

 e
ff

ec
ts

 f
or

 r
an

do
m

iz
at

io
n 

bl
oc

ks
. 

Jo
in

t 
te

st
s 

in
cl

ud
e 

te
ac

he
rs

’ 
ex

pe
ri

en
ce

 c
od

ed
 a

s 
a 

co
nt

in
uo

us
 v

ar
ia

bl
e 

an
d 

no
t t

he
 th

re
e 

in
di

vi
du

al
 d

um
m

ie
s.

 S
T

E
M

 =
 s

ci
en

ce
, t

ec
hn

ol
og

y,
 e

ng
in

ee
ri

ng
, a

nd
 m

at
he

m
at

ic
s.

 at Harvard Libraries on September 5, 2016http://eepa.aera.netDownloaded from 

http://eepa.aera.net


547

both treatment and control teachers had test-score 
data, further reducing the effective sample with 
test-score data. Second, examining effects on stu-
dent achievement would require us to combine 
measures of student performance across grades 
and subjects despite the fact that these tests are 
not equatable and measure vastly different skills. 
Third, process measures allow us to triangulate 
the effect of coaching on a range of teacher prac-
tices rather than focusing on a narrower measure 
of teacher effectiveness based solely on test scores. 
Fourth, observation and survey measures are pol-
icy relevant as they are the primary evaluation 
measures available for the majority of classroom 
teachers. Finally, inconsistencies in district-level 
data, driven in large part by the high mobility of 
teachers and students across classrooms and 
schools in the New Orleans charter sector, limit 
the reliability of test-score data link to teachers.

MATCH Classroom Observation Rubric.  As 
described in prior work (see Kraft & Blazar, 
2014), the MATCH rubric is comprised of two 
overall codes: Achievement of Lesson Aim and 
Behavioral Climate. Each code is scored holis-
tically on a scale of 1 to 10 based on key indica-
tors observed in a lesson. Indicators for 
Achievement of Lesson Aim include clarity and 
rigor of the aim, alignment of student practice, 

and assessment and feedback. Indicators for 
Behavioral Climate include time on task, transi-
tions, and student responses to teacher correc-
tions. Coaches observed and rated teachers on 
the rubric in the spring semester prior to ran-
domization. In the following spring, experi-
enced outside observers who were blind to 
treatment status observed and rated a class 
taught by each teacher on two separate occa-
sions (one rater at each occasion). After receiv-
ing training on how to use the instrument, raters 
achieved one-off agreement rates with the direc-
tor of MTC of 80% or higher. We create teacher 
scores for each code by averaging raw scores 
across our two raters and then standardizing 
average scores in each year to be mean 0 and SD 
1. Of our three sources of outcome data, the 
MATCH rubric is most aligned to treatment; 
therefore, if program effects exist, we anticipate 
finding the largest effects on this measure.

Principal Survey.  We utilize a principal survey 
adapted from surveys developed by Jacob and 
Lefgren (2008) and Harris and Sass (2009), both 
of which were found to be moderately correlated 
with teacher value-added scores in math and read-
ing (.32 and .29, respectively, for the former sur-
vey, and .28 and .22 for the latter). Principals rated 
teachers on a scale from 1 (inadequate) to 9 

Table 2
School Characteristics and Balance Between Cohorts

All schools Cohort 1 Cohort 2 p value on difference

Elementary schools (%) 32.1 30.0 36.0 .680
K–8 schools (%) 32.1 40.0 32.0 .588
Middle schools (%) 14.3 15.0 16.0 .929
High schools (%) 17.9 10.0 16.0 .567
Enrollment 491.7 532.7 473.9 .306
African American (%) 94.0 92.7 96.6 .252
Free or reduced-price lunch eligible (%) 92.5 91.8 94.5 .305
English as a second language (%) 0.8 1.0 0.9 .822
Special education (%) 15.6 16.5 16.2 .941
Student-to-teacher ratio 15.1 15.4 15.1 .676
Louisiana school performance score 75.8 75.2 77.4 .693
F statistic from joint test .160
p value .988
n (schools) 28 20 25  

Note. One school in Cohort 1 spans all grades, K–12, and therefore is excluded from individual school-level categories.
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(exceptional) across 10 items: Overall Effective-
ness, Dedication and Work Ethic, Organization, 
Classroom Management, Time Management in 
Class, Time on Task in Class, Relationships With 
Students, Communication With Parents, Collabo-
ration With Colleagues, and Relationships With 
Administrators. One additional item asked princi-
pals to rank teachers in a given quintile of effec-
tiveness compared with all the teachers at their 
school. Principals completed survey evaluations 
for each teacher in the spring prior to the coaching 
year and at the end of the following academic 
year. For those 17 schools that participated in the 
program in both cohorts, all but 1 had the same 
principal across school years. We create a com-
posite score of teachers’ overall effectiveness, 
Overall Effectiveness Composite, by standardiz-
ing individual items within each year, averaging 
scores across all 11 items above, and then restan-
dardizing this composite score to be mean 0 and 
SD 1. We estimate an internal consistency reliabil-
ity of .91 or greater in all administrations. It is 
important to note that it was not feasible to keep 
principals blind to teachers’ experimental condi-
tion. This could potentially bias principal evalua-
tions scores if principals were inclined to rate 
teachers who participated in coaching more favor-
ably. However, there was no incentive to do so, as 
results of the experiment did not impact funding 
for the program or any school evaluation.

TRIPOD Student Survey.  The TRIPOD survey is 
comprised of items designed to capture students’ 
opinions about their teacher’s instructional prac-
tices. In the design phase of the study, we chose 
to focus on two of the seven domains, Challenge 
and Control, because of their alignment to the 
coaching program. These two measures also 
were found to be most predictive of teachers’ 
value-added scores with correlations of .22 and 
.14 in math and reading (Kane & Staiger, 2012). 
We also examine the proportion of students who 
agreed with a single item, “In this class, we learn 
a lot every day.” We present exploratory analyses 
of the effect of coaching on the other five TRI-
POD domains, Care, Captivate, Clarify, Confer, 
and Consolidate, in an online appendix (available 
at http://epa.sagepub.com/supplemental). Upper 
elementary and secondary students rated each 
item on a 5-point Likert-type scale, whereas 
early elementary students had three response 

choices: no, maybe, and yes. Students completed 
the survey once at the end of the coaching year. 
Following the practices of the TRIPOD project, 
we derive scores for each domain by rescaling 
items to be consistent across all forms, standard-
izing Likert-type scale response options for each 
item, and calculating the mean response across 
items. We then restandardize average score for 
each domain to be mean 0 and SD 1.

Summary Index.  In an effort to guard against false 
positives and facilitate a parsimonious discussion 
of our results, we create a summary index of these 
three measures. We create this Summary Index by 
taking a weighted average of the five scores 
described above—the two items from the MATCH 
observation rubric, the principal survey compos-
ite, and the two TRIPOD composites (for similar 
approaches, see Anderson, 2008; Kling, Liebman, 
& Katz, 2007). For our primary analyses, we give 
all three data sources equal weight. We then stan-
dardize the index to be mean 0 and SD 1. We also 
test the robustness of our findings to alternative 
composites that give more weight to the principal 
and student surveys, which are less proximal to 
the coaching program than the MATCH rubric.

Data Analyses

We estimate the effect of MTC on our out-
comes of interest using ordinary least squares 
(OLS) and multilevel regression. We analyze our 
teacher-level measures, including observation 
scores, principal ratings, and teacher self-evalua-
tions by fitting the following OLS regressions, 
where Y represents a given outcome of interest 
for teacher j in school s at time t:

	 Y Yjst jstj t j s t= + + +− −, , .1 1β α εMTC 	 (1)

For each of our teacher-level outcomes, we 
are able to include a baseline measure, Yj t, −1 , to 
increase the precision of our estimates. For the 
Summary Index, we calculate a baseline measure 
from the MATCH rubric and principal survey, 
excluding the student survey data, as data collec-
tion costs prohibited us from administering this 
measure at the beginning of the school year. To 
match our research design, we include fixed 
effects for our randomization blocks, αs t, −1 ; in 
most cases, these blocks are the schools where 
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teachers worked in the year prior to coaching. 
Because randomization blocks are unique across 
cohorts, treatment teachers are compared with 
control-group teachers in their same block and 
cohort. We omit random effects for the schools 
where teachers worked during the coaching year 
because they are highly collinear with our block-
ing indicators. However, we cluster our standard 
errors at the school level in the current year. We 
also test the robustness of our results to model 
specifications that replace randomization blocks 
with school-by-cohort fixed effects.

We analyze our student-level survey outcomes 
by fitting an analogous multilevel model, where 
students, i, are nested within teachers, j, class-
rooms, c, and schools, s:

Aijcs ijcsj s t j c= + + + +( )−β α ν ϕ εMTC , .1 	 (2)

As noted above, we do not include a baseline 
measure, as the student survey was administered 
only once at the end of the year. We include ran-
dom effects for teachers, ν j , and classrooms, 
ϕc . We again cluster our standard errors at the 
school level in the current year.

In both models, the coefficients β  on the 
indictor for whether a teacher was randomly 
offered the opportunity to participate in MTC are 
our parameters of interest. We focus on these 
Intent to Treat (ITT) estimates, given that only 10 
treatment teachers dropped coaching (2 from 
Cohort 1 and 8 from Cohort 2). Of these, 5 were 
censored from our data because they either left 
teaching or withdrew from data collection. These 
data constraints mean that we are not able to cal-
culate formally Treatment on the Treated (TOT). 
However, if we assume that attrition is random, 
which seems plausible given the circumstances 
described to us by many of the teachers who left 
the study, as well as analyses presented below 
exploring differential attrition between treatment 
and control groups, then we can calculate TOT esti-
mates by scaling our ITT estimates by the inverse 
of the take-up rate, or 1.14 (79 divided by 69).

Findings

Pooled Treatment Effects

Prior to presenting treatment effects, we con-
firm the validity of our randomization process by 
comparing the demographic characteristics of 

teachers assigned to treatment and control 
groups. The results reported in Table 1 provide 
strong evidence that randomization processes in 
both cohorts were implemented with fidelity. 
Differences in mean values of observable teacher 
characteristics across treatment and control 
groups within cohorts are small and insignificant 
for each measure; a joint test of significance fails 
to reject the null hypothesis that these character-
istics are the same between treatment and control 
groups (pooling across cohorts, F = 0.77, p = 
.704, not shown in Table 1; Cohort 1: F = 0.46, 
p = .924; Cohort 2: F = 0.62, p = .820).

In Table 3, we present results pooling data 
across cohorts. Here, we find no statistically sig-
nificant effects of coaching on any of our out-
come measures, including the Summary Index of 
teacher effectiveness consisting of observation 
scores, principal evaluations, and student sur-
veys. These findings remain consistent when 
we recalculate the Summary Index such that the 
principal and student surveys are given more 
weight than the MATCH rubric (see Table A1 in 
online appendix).

At the same time, these pooled analyses fail to 
examine the consequences of the major changes 
in program design and delivery that MTC under-
went from Cohort 1 to Cohort 2. In the following 
section, we disaggregate our pooled results  
by cohort to examine variation in treatment 
effects.

Differential Treatment Effects Across Cohorts

In Table 4, we present treatment-by-cohort 
estimates for each of our outcome measures. To 
do so, we replace our main treatment indicator in 
Equations 1 and 2 with two cohort-specific treat-
ment indicators, MTC j jCOHORT× _1  and 
MTC j jCOHORT× _ 2 , where COHORT j_1  
and COHORT j_ 2  each indicate the cohort that 
a given teacher participated in the study. 
Therefore, the interaction between these vari-
ables and the treatment indicator, MTC j ,  
identifies the effect of treatment within each 
cohort.

For Cohort 1, we find that MTC improved 
teachers’ effectiveness across a range of practices. 
Coached teachers scored 0.56 SD higher than 
control-group teachers (p = .023) on our Summary 
Index. Specifically, trained classroom observers 
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rated coached teachers 0.58 SD (p = .080) and 
0.66 SD (p = .043) higher on Achievement of 
Lesson Aim and Behavioral Climate, respectively. 
Principals rated teachers who received coaching 
0.23 SD (p = .153) higher on the Overall 
Effectiveness Composite. Students rated teachers 
who received coaching 0.30 SD (p = .008) higher 
on the Challenge composite. Finally, we find that 

MTC increased the probability that students felt 
that they learned a lot in class every day by 8 per-
centage points (p = .017; see Kraft & Blazar, 
2014, for further details). Exploratory analyses 
also indicate positive effects on all other domains 
of teaching practice evaluated by students on the 
TRIPOD survey (see Table A2 in online appen-
dix). This suggests that the positive effects of 

Table 3
Parameter Estimates of the Effect of MATCH Teacher Coaching on Teachers’ Practices

MATCH rubric
Principal 
survey TRIPOD student survey

 
Summary 

index
Achievement 
of lesson aim

Behavioral 
climate

Overall 
effectiveness 

composite Challenge Control Learn a lot

Treat 0.115 0.096 0.263 −0.050 0.068 −0.002 0.018
  (0.185) (0.202) (0.178) (0.188) (0.086) (0.101) (0.028)
n (teachers) 135 134 134 132 115 115 115
n (students) — — — — 3,404 3,399 3,334

Note. Estimates in each column are from separate regression models. Standard errors clustered by school year in parentheses. All 
regressions include fixed effects for randomization blocks. The summary index includes the five main outcome variables: the 
two observation items, the principal evaluation, and the two student survey domains.
†p < .1. *p < .05. **p < .01. ***p < .001.

Table 4
Parameter Estimates of the Effect of MATCH Teacher Coaching on Teachers’ Practices Disaggregated by 
Cohort

Summary 
index

MATCH rubric
Principal 
survey TRIPOD student survey

 
Achievement 
of lesson aim

Behavioral 
climate

Overall 
effectiveness 

composite Challenge Control Learn a lot

Treat × Cohort 1 0.564* 0.577† 0.663* 0.228 0.302** 0.093 0.080*
  (0.239) (0.322) (0.318) (0.157) (0.113) (0.166) (0.034)
Treat × Cohort 2 −0.173 −0.216 0.005 −0.234 −0.130 −0.084 −0.034
  (0.236) (0.243) (0.192) (0.268) (0.094) (0.115) (0.036)
Test between cohort coefficients
  F or χ2 statistic 4.724 3.985 3.149 2.517 8.627 0.770 5.330
  p value .035 .052 .083 .120 .003 .380 .021

n (Teachers Cohort 1) 52 52 52 52 50 50 50
n (Students Cohort 1) — — — — 1,451 1,449 1,414
n (Teachers Cohort 2) 83 82 82 80 65 65 65
n (Students Cohort 2) — — — — 1,953 1,950 1,920

Note. Standard errors clustered by school year in parentheses. See Table 3 for further details.
†p < .1. *p < .05. **p < .01. ***p < .001.
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coaching extend beyond the specific classroom 
practices that coaches targeted. For Cohort 2, we 
find no statistically significant effects of coaching 
on any of our outcome measures. Except for 
Behavioral Climate, magnitudes of coefficients 
are negative, suggesting that these null effects are 
unlikely to be due to issues related to statistical 
power. We can detect statistically significant dif-
ferences between these treatment-by-cohort coef-
ficients for the Summary Index (F = 4.72, p = 
.035, including when we reweight this measure; 
see Table A1 in online appendix), as well as 
Challenge and Learn a Lot at the .05 level and 
Achievement of Lesson Aim and Behavioral 
Climate at the .10 level. We also detect statisti-
cally significant differences between cohorts, 
either at the .05 or .10 level, on all additional 
TRIPOD domains (see Table A2 in online 
appendix).

Robustness Checks

Next, we provide evidence that these estimates 
are robust to model specification and possible 
threats to internal validity due to missing data. In 
Table 5, we only present estimates of the effect of 
coaching on the Summary Index to facilitate a 
more parsimonious discussion of our findings 
given that trends are similar across other outcome 
measures (results available upon request). One 
concern may be that we do not account fully for 
contextual factors within individual schools in 
instances where randomization blocks include 
multiple school sites. Although this is true only for 
a small subset of blocks (3 of 40), in column 1 of 
Table 5 we find that trends in estimates and statis-
tical significance of cross-cohort differences are 
preserved when we replace randomization block 
indicators with school-by-cohort fixed effects. We 
adopt these models rather than controlling for 
school characteristics given the limited variation 
in school demographics across our sample. A 
related concern may be that we do not control 
appropriately for teacher characteristics, which 
could drive our results. Although we are cautious 
about oversaturating our model by controlling for 
all possible background characteristics, we do find 
that results are robust to inclusion of a select set of 
teacher covariates, including interest in coaching, 
teaching experience, pathway to teaching certifica-
tion, competitiveness of undergraduate institution, 

and whether or not the teacher earned a graduate 
degree (see Table 5, column 2).

Finally, we examine the robustness of find-
ings to missing data due to attrition and incom-
plete data collection.1 First, we look for 
differential attrition between the treatment and 
control groups. Of the 153 total teachers, 22 
dropped from the study—including 5 control-
group teachers and 2 treatment teachers from 
Cohort 1, and 7 control-group teachers and 8 
treatment teachers from Cohort 2. Over half of 
these teachers dropped because they left teaching 
(see Table 6 for all reasons for dropping), which 
is reflective of the 27% annual turnover rate 
among teachers across the Recovery School 
District in the 2011–2012 school year (Cowen 
Institute, 2012). However, we do not find differ-
ential attrition between treatment and control 
groups when pooling across cohorts (p = .534) or 
when testing within each cohort (Cohort 1: p = 
.220; Cohort 2: p = .920). Furthermore, when we 
account for missing data by multiply imputing 
baseline and outcome measures using teacher 
characteristics and an indicator for treatment sta-
tus (see Rubin, 1987), we find that results are 
unchanged (see Table 5, column 3). We interpret 
the findings of these robustness checks as clear 
evidence that results are not driven by model 
specification or missing data.

Explanations for Differences

The stark differences in treatment effects 
across cohorts could be due to two broad reasons. 
One explanation could be that elements of the 
research design in the second cohort may have 
masked the true effectiveness of the MTC pro-
gram. For example, in Cohort 2, there may have 
been spillover effects or other changes in the 
counterfactual that would attenuate findings. It 
may also be the case that changes in the samples 
of participating teachers across cohorts led to dif-
ferences in treatment effects; this would be true if 
MTC is differentially effective for specific 
groups of teachers. Finally, there may be outliers 
in one cohort or another that drive results.

Alternatively, treatment effect differences 
may reflect substantive changes in the coaching 
model from Cohort 1 to Cohort 2. Changes in 
teacher-to-coach ratios, the number of weeks of 
coaching each teacher received, coach personnel, 
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and the focus of coaching might have led to an 
intervention that was less impactful at changing 
teachers’ practices. We explore both explanations 
below.

Research Design Explanations

Differences in the Treatment–Control Contrast.  
One possible explanation for differential treat-
ment effects related to the research design may 
be that the treatment remained constant across 
cohorts but the counterfactual experiences of 
control-group teachers changed across years. 

This might be true if there were general improve-
ments in professional development programming 
provided to teachers across cohorts, or if spill-
over effects meant that control-group teachers in 
Cohort 2 had access to strategies utilized in the 
MTC program that those in Cohort 1 did not. 
Both would result in the same reduced treatment–
control contrast.

One strategy that others have used to examine 
this form of bias is to compare the two control 
groups on baseline measures or on baseline-to-
spring gain scores (e.g., Angrist, Pathak, & Walters, 
2013). Differences between the two groups might 

Table 5
Robustness Tests of the Effect of MATCH Teacher Coaching on a Summary Index of Teachers’ Practices

School-by-cohort 
fixed effects

Teacher 
controls

Multiple 
imputation

Panel A: Pooled estimates
  Treat 0.090 0.100 0.158
  (0.192) (0.186) (0.182)
Panel B: Disaggregated estimates
  Treat × Cohort 1 0.478† 0.608** 0.600*
  (0.250) (0.224) (0.265)
  Treat × Cohort 2 −0.151 −0.212 −0.131
  (0.248) (0.208) (0.217)
Test between cohort coefficients
  F statistic 3.190 8.150 4.412
  p value .081 .007 .044
n (Teachers Cohort 1) 52 52 59
n (Teachers Cohort 2) 83 83 94

Note. Estimates in each panel and column are from separate regression models. Standard errors clustered by school year in paren-
theses. Teacher controls include interest in coaching; experience dummies (first- or second-year teaching, third- or fourth-year 
teaching); and indicators for earning a graduate degree, alternative certification, and for attending an undergraduate school with 
Barron’s ranking of “very competitive” or higher. Imputation analyses account for missing data due to teachers who dropped 
from the study or student surveys that were lost in the mail. We use all available teacher characteristics and an indicator for treat-
ment status to impute missing values across 10 replication data sets.
†p < .1. *p < .05. **p < .01. ***p < .001.

Table 6
Number of Teachers Who Dropped from the Study for Different Reasons, by Cohort and Treatment Group

Cohort 1 (n = 7) Cohort 2 (n = 15)

  Treatment Control Treatment Control

Left teaching 1 4 2 5
Personal reason (e.g., health, lack of time) 1 1  
Wanted coaching 1 1
Did not want coaching 3  
Did not want to participate in data collection 2 1
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suggest that one control group started at a higher 
level than the other or that one control group made 
larger gains over the course of a year than the other. 
Comparing control-group teachers’ baseline scores 
across cohorts, we find no difference on either 
MTC observation rubric dimension. Specifically, 
control-group teachers in Cohort 1 scored 4.88 and 
4.48 on Achievement of Lesson Aim and Behavioral 
Climate, respectively, at baseline, compared with 
5.02 and 5.25 for those teachers in Cohort 2  
(p = .771 and p = .123 for the two dimensions, 
respectively). This indicates that both sets of con-
trol-group teachers—which are mutually exclu-
sive—were roughly equivalent with regard to two 
dimensions of instructional practice specifically 
targeted by the MTC program. Although we do 
observe that Cohort 1 control-group teachers 
scored 0.81 raw points higher than those in Cohort 
2 on the principal survey Overall Effectiveness 
Composite (6.63 compared with 5.82, p = .004), 
we note that the magnitude is small and oppositely 
signed from differences at baseline on MTC 
dimensions described above and, therefore, is 
unlikely to explain differential treatment effects 
described above. We do not compare baseline-to-
spring gain scores given some evidence that gain 
scores are not comparable across cohorts due to 
different sets of raters.2

We also examine potential differences in the 
treatment–control contrast through analyses of 
possible spillover effects. During the course of 
the study, several treatment teachers reported that 
their administrators adopted strategies taught by 
MTC as part of their school-wide professional 
development training, which could have reduced 
the treatment–control contrast in Cohort 2. 
However, using two sets of data, we argue that 
spillover is unlikely to drive our null findings 
from Cohort 2. In an end-of-year survey, we 
asked control-group teachers whether they were 
exposed to strategies taught by MTC during the 
coaching year. In Cohort 1, 2 teachers out of 25 
control-group respondents (8%) indicated that 
they learned about strategies discussed in coach-
ing but did not use them in their classes; another 
8 (32%) indicated that they did utilize these strat-
egies. In Cohort 2, a similar percentage of teach-
ers indicated learning about but not using these 
strategies (9%), but a smaller percentage (23%) 
indicated utilizing these strategies in their classes. 
This suggests that effects of spillover may have 

been smaller in Cohort 2 than in Cohort 1, which 
would not explain the differential treatment 
effects described above. In addition, when we 
control for indicators for whether or not control-
group teachers learned about or utilized coaching 
strategies in their classrooms, results remain 
unchanged (see Table A3 in online appendix). 
Specifically, when we pool data across cohorts, 
we find a null effect on the Summary Index; dis-
aggregating by cohort, we find a statistically sig-
nificant effect at the .05 level on the same 
outcome of 0.70 SD in Cohort 1 and a null effect 
in Cohort 2.

A second way that we explore spillover effects 
is by examining the lasting effects of coaching 
for Cohort 1 in the follow-up year. If control-
group teachers from Cohort 1 had access to MTC 
strategies in the follow-up year, then we would 
expect the Cohort 1 treatment effect to be attenu-
ated or to disappear. This is because the control-
group teachers would benefit more from the 
improved professional development in the fol-
low-up year than would treatment teachers who 
already had access to the MTC program and who 
no longer were receiving coaching. However, we 
find that this is not the case. Of the 59 teachers 
who participated in Cohort 1, we were able to 
collect an additional year of data on 33 teachers 
(21 from the treatment group and 12 teachers 
from the treatment group) who were still work-
ing as classroom teachers in New Orleans and 
who agreed to continue their participation in the 
study. Even though treatment and control teach-
ers participated in the follow-up year at different 
rates, we find that these teachers do not differ on 
observable characteristics included in Table 1 
from those who did not participate (p = .840; see 
Table A4 in online appendix). Data collection for 
the follow-up year coincided with the first year 
of coaching for teachers in Cohort 2. All but two 
of these Cohort 1 control-group teachers worked 
in the same schools as Cohort 2 teachers. 
Drawing on these data, we find that the magni-
tude of treatment effects is preserved in the fol-
low-up year (effect size of 0.48 SD on the 
Summary Index), though imprecisely estimated 
due to the smaller sample of participating teach-
ers (see Table A5 in online appendix). Consistent 
findings for Cohort 1 at the end of the coaching 
and follow-up years suggest that spillover did not 
drive attenuated results in Cohort 2.
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Differences in Participating Teachers.  Above, 
we present evidence that results are robust to 
inclusion of teacher control variables. However, 
as this model includes cohort-specific random-
ization blocks, teachers are compared within 
cohorts; it is possible that treatment effects are 
moderated by teacher characteristics that vary 
across cohorts. In the last column of Table 1, we 
compare observable characteristics of teachers 
across cohorts and find that teachers are similar 
on almost all characteristics, including their ini-
tial interest in coaching, gender, race, pathway 
into teaching, and level of education. The only 
observable characteristic for which we observe a 
difference between cohorts is years of teaching 
experience. Specifically, teachers in Cohort 1 
have more teaching experience than those in 
Cohort 2, with 27% of teachers in Cohort 1 in 
their first or second year of teaching, compared 
with 63% of teachers in Cohort 2 (p < .001). This 
difference could account for the differential treat-
ment effects across cohorts if more experienced 
teachers benefit more from coaching than less 
experienced teachers.

In Table 7, we explore this possibility by dis-
aggregating results by cohort and experience 
level. To do so, we replace our treatment-by-
cohort indicators in Equations 1 and 2 with treat-
ment-by-cohort-by-experience dummies (first- or 
second-year teacher, third- or fourth-year teacher, 
or fifth- or higher year teacher). If differences in 
experience were driving the results, then we 
would expect to see larger effect sizes for teach-
ers with more experience in both cohorts; in 
addition, teachers with fewer years of experience 
in both cohorts would exhibit smaller effect 
sizes. However, this is not the case. Treatment 
effect estimates across all three experience bins 
are generally positive for Cohort 1 and generally 
negative for Cohort 2. Furthermore, we observe 
differential treatment effects across cohorts, even 
for teachers in the same experience level. For 
example, on the Summary Index, teachers with 
five or more years of teaching experience from 
Cohort 1 have a treatment effect of 0.69 SD, 
whereas teachers with the same experience level 
in Cohort 2 have a treatment effect of −0.46 SD; 
the difference between these estimates is statisti-
cally significant (p = .035). We can also detect a 
marginally significant difference in treatment 
effects on the Summary Index across cohorts for 

third- and fourth-year teachers (p = .068). This 
suggests that null effects in Cohort 2 are unlikely 
to be explained solely by the increased propor-
tion of teachers who are less experienced.

School Outliers.  Finally, we examine whether 
there are outlier randomization blocks that drive 
treatment effects in one cohort or another. For 
example, changes in leadership or school culture 
across school years may have impacted the suc-
cess of the program. In Figure 1, we plot treatment 
effect estimates on the Summary Index by ran-
domization block and cohort. Many school-level 
blocks are in both cohorts; those that are only in 
one cohort, or those blocks that include teachers 
from multiple schools, automatically lie on the x- 
or y-axis. Markers are labeled with the number of 
teachers in each block. We identify as outliers 
those blocks with treatment effect estimates ±2 SD 
or higher, which are marked with a circle.

Across cohorts, there is some variation in 
treatment effect estimates; however, visual 
inspection suggests that there does not appear to 
be any clear outlier that would drive the results. 
In Cohort 1, most treatment effect estimates are 
positive. Of the 13 total blocks, all fall within 2 
SD. In Cohort 2, most treatment effects are clus-
tered between 0 and −1 SD, which is also close to 
our overall estimate that is negative in magnitude 
but indistinguishable from 0. We do identify 
three blocks whose treatment effects fall beyond 
±2 SD. However, two are negative and one is 
positive in magnitude. Therefore, as expected, 
when we exclude these three blocks from our  
primary analyses, treatment effect estimates are 
slightly smaller, but general patterns are unchanged. 
On the Summary Index, we estimate a treatment 
effect for Cohort 1 of 0.39 SD (p = .133) com-
pared with 0.56 SD with the full sample, and an 
effect for Cohort 2 of −0.09 SD (p = .718) com-
pared with −0.17 SD. In addition, when we limit 
our analyses just to those schools that are in the 
sample for both cohorts, reestimated results are 
even closer to our original findings: 0.51 SD  
(p = .047) and −.13 SD (p = .650) for Cohorts 1 
and 2, respectively. Together with the data exam-
ining potential spillover effects and differential 
treatment effects for more-experienced teachers, 
these findings indicate that differences in the 
research design are unlikely to account for large 
differences in treatment effects.
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Coaching Content and Delivery Explanations

Thus far, we have provided evidence that dif-
ferential treatment effects between Cohorts 1 and 
2 are unlikely to be accounted for by the research 
design. The alternative explanation is that these 
differences are due to substantive changes in the 
program model across years, including larger 
teacher-to-coach ratios, a decrease in the number 
of weeks of coaching, changes in coach personnel, 
and an increased focus on behavior management. 

Because all of these changes were made as part 
of the program design prior to the beginning of 
the second cohort, rather than a reaction to teach-
ers recruited to participate in the second year, we 
argue that between-cohort differences reflect 
exogenous variation in program characteristics. 
Therefore, we attribute differential treatment 
effects to these changes and other possible unob-
served differences in implementation between 
cohorts. Below, we draw on qualitative data  
to describe these changes and then explore 

Table 7
Parameter Estimates of the Effect of MATCH Teacher Coaching on Teachers’ Practices Disaggregated by 
Teaching Experience

Summary 
index

MATCH rubric
Principal 
survey TRIPOD student survey

 
Achievement 
of lesson aim

Behavioral 
climate

Overall 
effectiveness 

composite Challenge Control Learn a lot

Treat × Exp  
1–2 × Cohort 1 

0.327 0.403 0.251 0.045 0.081 −0.179 −0.002
(0.444) (0.355) (0.345) (0.388) (0.166) (0.233) (0.036)

Treat × Exp  
1–2 × Cohort 2 

−0.133 −0.208 −0.036 −0.139 −0.145 −0.075 −0.044
(0.323) (0.298) (0.263) (0.350) (0.147) (0.155) (0.055)

Treat × Exp  
3–4 × Cohort 1 

0.634† 0.679 0.827† 0.349 0.378*** −0.008 0.090†

(0.323) (0.445) (0.447) (0.225) (0.102) (0.144) (0.049)
Treat × Exp 

3–4 × Cohort 2 
−0.227 −0.255 0.133 −0.377 −0.084 −0.101 −0.029
(0.327) (0.430) (0.359) (0.322) (0.170) (0.204) (0.042)

Treat × Exp 
5 plus × Cohort 1 

0.692* 0.569† 0.824** 0.199 0.396* 0.597*** 0.147***
(0.309) (0.312) (0.260) (0.493) (0.178) (0.160) (0.044)

Treat × Exp 
5 plus × Cohort 2 

−0.462 −0.189 −0.076 −0.648 −0.226* −0.067 0.060*
(0.426) (0.549) (0.598) (0.702) (0.109) (0.178) (0.030)

p values for differences between coefficients
  Treat × Exp 1–2 × 

Cohort 1 = Treat 
× Exp 1–2 × 
Cohort 2

.421 .202 .514 .710 .308 .708 .530

  Treat × Exp 3–4 × 
Cohort 1 = Treat 
× Exp 3–4 × 
Cohort 2

.068 .133 .237 .071 .020 .711 .068

  Treat × Exp 5 plus 
× Cohort 1 = Treat 
× Exp 5 plus × 
Cohort 2

.035 .239 .188 .334 .003 .005 .106

n (teachers) 135 134 134 132 115 115 115
n (students) — — — — 3,404 3,399 3,334

Note. Standard errors clustered by school year in parentheses. See Table 3 for further details. Exp = experience.
†p < .1. *p < .05. **p < .01. ***p < .001.
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quantitatively the extent to which specific 
changes in treatment might be related to program 
effectiveness.

Variation in Treatment Implementation.  A rich 
set of qualitative data from coaching logs and 
discussions with program leaders allows us to 
describe variation in the program model across 
cohorts. One substantive change in Cohort 2 was 
the total number of coached teachers and, there-
fore, larger teacher-to-coach ratios. In Cohort 1, 
30 teachers were assigned to receive coaching, of 
whom 28 took up the offer. Two coaches each 
worked with 10 teachers, and the third worked 
with 15. These numbers do not sum to 28, as 
some teachers worked with more than one coach. 
In Cohort 2, 49 teachers were assigned to coach-
ing, of whom 45 took up the offer; 41 teachers 
completed the full year of coaching. Two coaches 
worked with 18 or 21 teachers, whereas the third 
coach worked with only 9 teachers to devote 
additional time to administrative and managerial 
duties as director of the program. As in Cohort 1, 
some teachers worked with more than one coach.

Another related change to the program model 
was the total number of weeks of coaching that 
teachers received. As planned, almost all teach-
ers in Cohort 2 (88%) received 3 weeks of coach-
ing, compared with almost all teachers in Cohort 

1 (86%) who received 4 weeks of coaching. In a 
few instances, teachers received an additional 
week of coaching based on their coach’s discre-
tion and availability. This reduction in the dosage 
of coaching offset the need to increase coaches’ 
weekly workload substantially. Coaches in 
Cohort 1 worked with between 1.5 and 1.9 teach-
ers, on average, per week, compared with coaches 
in Cohort 2 who worked with between 2 and 2.2 
teachers, on average, per week.

Across cohorts, there was also turnover in 
program personnel, with only one out of three 
coaches returning for the second year. All 
coaches were former teachers with professional 
experience in education nonprofits or charter 
school management organizations. They were 
also trained by the program director/lead coach 
using the same overarching model. As part of 
this process, coaches jointly observed class-
room instruction and normed scores on the 
MATCH rubric. In addition, the program 
director shadowed the other coaches through-
out the school year, providing direct feedback 
on how coaches interacted with teachers and 
observing how coaches implemented this feed-
back. Conversations with the program director 
indicated that training was more formalized in 
Cohort 2 and that feedback cycles were more fre-
quent. In particular, additional trainings over the 

Figure 1.  Treatment effects on Summary Index, by randomization block and cohort, labeled with the number 
of teachers in each sample (Cohort 1, Cohort 2).
Note. Blocks with treatment effects of ±2 SD or higher are marked with a circle.
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summer set clear procedures for how coaches in 
Cohort 2 should debrief observations with teach-
ers and write up action steps.

At the same time, given the individualized 
nature of the teacher–coach relationship, coaches 
had the freedom to utilize a variety of techniques 
while working and debriefing with teachers.  
Data from coach logs allow us to explore how 
frequently coaches used these techniques. In 
Figure 2, we show that, in both cohorts, coaches 
most often provided direct feedback to teachers 
about what they observed while watching a given 
lesson. In Cohort 2, coaches also relied heavily 
on having teachers practice a specific skill and 
watching video recordings of instruction. 
Unfortunately, our data do not allow us to cap-
ture other elements of the teacher–coach rela-
tionship, such as rapport, that likely play a role in 
individual coaches’ success.

A final difference in implementation between 
the two cohorts was a programmatic change to 
increase the focus on behavior management in 
Cohort 2 over instructional delivery and student 
engagement. Specifically, in Cohort 2, coaching 
was formally organized such that coaches priori-
tized behavior management early in the coaching 
process and only moved on to other focus areas 

after teachers mastered this skill. This decision 
was made by the head of MATCH and the pro-
gram director, who together felt that teachers’ 
success in the classroom depended first on mas-
tering behavior management. Coaches deter-
mined teachers’ baseline mastery of behavior 
management through scores on the MTC rubric 
evaluated in the spring prior to receiving coach-
ing. In contrast, in Cohort 1, there was no such 
formal programmatic approach to sequencing the 
topics of coaching. Instead, coaches made deci-
sions about which areas to focus on based on 
their own interpretation of teachers’ strengths 
and weaknesses and on conversations with these 
teachers.

We illustrate the ways that these decisions 
played out in practice in Figure 3, which shows a 
histogram of the percent of these weeklong ses-
sions that teachers focused on each of the three 
focus areas of coaching, and Figure 4, which 
shows the percent of sessions that focused on one 
area versus another at different points over the 
course of the school year (four in Cohort 1 and 
three in Cohort 2). In line with our conversations 
with MTC leadership, in Cohort 1, teachers 
worked on each of the three areas of coaching to 
varying degrees; some teachers worked on a 

Figure 2.  Techniques used in debriefing sessions with teachers, by coach and cohort.
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given area during all of their sessions, whereas 
others did not work on a focus area at all (see 
Figure 3). Interestingly, we also observe that the 
focus of coaching shifted over the course of the 
year from behavior management to instruction 
(see Figure 4). During the first week of coaching, 
62% of sessions covered behavior management, 
and during the last week of coaching, 59% cov-
ered instruction. While this progression was not 
built into the formal design of the coaching pro-
cess, one reason for this may be that coaches 
wanted to work with teachers on a range of class-
room practices during their time together.

In contrast, in Cohort 2, almost all teachers 
focused on behavior management in every ses-
sion, with some teachers never working on 
instruction or student engagement (see Figure 3). 
This likely indicates that coaches felt that teach-
ers had not mastered behavior management. 
Relatedly, we observe that this focus on behavior 
management was also largely maintained 
throughout the course of the coaching year (see 
Figure 4). The fact that we see a substantive per-
cent of total sessions that focus on instruction or 
student engagement suggests that some teachers 

worked on behavior management and other prac-
tices at the same time.

Exploring Components of Effective Coach-
ing.  Our research design does not allow us to 
disentangle changes in teacher-to-coach ratios 
from the number of weeks of coaching, turnover 
in coach personnel, or changes in the focus of 
coaching. Instead, we conduct exploratory analy-
ses to examine the relationship between some of 
these features of coaching and improvements in 
teachers’ practices. Due to very limited variation 
in the total number of weeks of coaching within 
a given cohort, our data do not provide much evi-
dence on the relationship between the number of 
weeks coached and outcomes. We also note that 
teacher-to-coach ratios are collinear with coaches 
in all but one instance; therefore, we discuss 
these two features together under a broad 
umbrella of coach effectiveness.

These exploratory analyses derive from slight 
modifications to the regression models described 
above. The revised teacher- and student-level 
models that describe the relationships between 
coaching characteristics and each of our outcome 

Figure 3.  Distributions of the percentage of sessions that each teacher worked on a given focus area, by 
cohort.
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measures are given in Equations 3 and 4, 
respectively:

Y Y COACHING CHARACTERISTICjht
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j t j
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Here, COACHING CHARACTERISTIC j_  
represents either a set of indicators for individual 
coaches or a vector of variables indicating the 
number of sessions that a teacher worked on each 
focus area (i.e., behavior management, instruc-
tional delivery, student engagement). We remove 
fixed effects for randomization blocks given the 
observational nature of these analyses. That is, 
coaches were not randomly assigned but were 
matched with teachers by coaches’ expertise in a 
given school level (i.e., elementary, middle, or 
high) based on prior teaching experience. In 
addition, the number of sessions that teachers 
worked on a given focus area is based on teach-
ers’ needs and is an endogenous choice of 
coaches. We add a cohort indicator, δh , to hold 

constant any difference in outcomes across years 
due to, for example, differences in classroom rat-
ers across years.

Coach effectiveness.  In Table 8, we disaggre-
gate treatment effects by coach and find that there 
are substantive and statistically significant dif-
ferences between them. In Cohort 1, there were 
three coaches, numbered 1 through 3. Coach 3, 
the head coach, continued to work in Cohort 2, 
but Coaches 1 and 2 were replaced by Coaches 
4 and 5. In a few instances, coached teach-
ers worked with two different coaches over the 
course of the school year; therefore, we weight 
coach indicators in Equations 3 and 4 by the frac-
tion of time a teacher spent with one coach versus 
another. Substantively, these estimates represent 
treatment effects attributable to each coach.

We observe statistically significant and posi-
tive coach effects on our Summary Index for all 
three coaches in Cohort 1, upward of 0.87 SD. 
For Cohort 2, we again observe some statistically 
significant and positive effects for working  
with the head coach (Coach 3) on the MATCH 
observation rubric; these estimates are largely 

Figure 4.  Changes in the content of coaching across coaching sessions, by cohort.
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Table 8
Parameter Estimates of the Effect of MATCH Teacher Coaching on Teachers’ Practices Disaggregated by 
Coach

MATCH rubric
Principal 
survey TRIPOD student survey

 
Summary 

index
Achievement 
of lesson aim

Behavioral 
climate

Overall 
effectiveness 

composite Challenge Control Learn a lot

Coach 1 (Cohort 1) 0.599* 0.999** 1.140*** −0.267 0.418*** 0.402† 0.104***
  (0.256) (0.358) (0.301) (0.296) (0.110) (0.220) (0.027)
Coach 2 (Cohort 1) 0.548* 0.536† 0.448† 0.392 0.045 −0.001 0.013
  (0.231) (0.275) (0.259) (0.322) (0.174) (0.223) (0.065)
Coach 3 (Cohort 1) 0.867* 0.614 0.735 0.703* 0.403*** 0.047 0.093†

  (0.422) (0.487) (0.482) (0.300) (0.093) (0.246) (0.052)
Coach 3 (Cohort 2) 0.188 0.442† 0.668*** −0.013 −0.070 −0.086 0.061
  (0.227) (0.220) (0.186) (0.405) (0.121) (0.124) (0.042)
Coach 4 (Cohort 2) −0.271 −0.408 −0.189 −0.205 −0.084 −0.232 −0.037
  (0.257) (0.334) (0.22) (0.282) (0.099) (0.172) (0.040)
Coach 5 (Cohort 2) 0.128 −0.046 0.220 0.172 0.059 −0.030 −0.007
  (0.267) (0.239) (0.235) (0.331) (0.130) (0.127) (0.050)

p values for differences between coefficients
  Coach 1 = Coach 2 .864 .127 .022 .212 .009 .130 .168
  Coach 1 = Coach 3 

(Cohort 1)
.472 .339 .268 .033 .895 .278 .814

  Coach 1 = Coach 3 
(Cohort 2)

.228 .192 .174 .620 .003 .053 .384

  Coach 1 = Coach 4 .024 .007 .001 .880 .001 .023 .003
  Coach 1 = Coach 5 .209 .020 .020 .334 .035 .088 .051
  Coach 2 = Coach 3 

(Cohort 1)
.425 .87 .544 .454 .021 .879 .295

  Coach 2 = Coach 3 
(Cohort 2)

.273 .789 .491 .411 .590 .739 .536

  Coach 2 = Coach 4 .020 .031 .065 .160 .523 .412 .520
  Coach 2 = Coach 5 .254 .114 .521 .617 .948 .911 .813
  Coach 3 (Cohort 1) = 

Coach 3 (Cohort 2)
.161 .749 .896 .151 .002 .629 .631

  Coach 3 (Cohort 1) = 
Coach 4

.027 .092 .092 .030 .000 .353 .047

  Coach 3 (Cohort 1) = 
Coach 5

.149 .231 .341 .225 .032 .781 .167

  Coach 3 (Cohort 2) = 
Coach 4

.101 .010 .002 .648 .916 .409 .046

  Coach 3 (Cohort 2) = 
Coach 5

.836 .100 .069 .667 .345 .595 .223

  Coach 4 = Coach 5 .19 .305 .145 .241 .179 .202 .537
n (Teachers) 135 134 134 132 115 115 115
n (Students) — — — — 3,404 3,399 3,334

Note. Standard errors clustered by school year in parentheses. Coach indicator variables weighted by the amount of time a 
teacher spent with one coach versus another. See Table 3 for further details.
†p < .1. *p < .05. **p < .01. ***p < .001.
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indistinguishable from those for this coach in 
Cohort 1. Conversely, we find no significant 
effects of being coached by Coach 4 or 5 in 
Cohort 2. Coefficients for Coach 4 are negative 
in magnitude for all outcome measures, though 
imprecisely estimated. For Coach 5, estimates 
for half of the outcome measures are negative in 
magnitude, and half are positive. Generally, these 
patterns suggest positive effects for coaches who 
worked in Cohort 1 and null effects for those 
coaches who were replaced in Cohort 2.

Because we cannot disentangle coach effects 
from other changes in the program model, it is 
possible that comparing coach effect estimates 
across cohorts may just be a proxy for other dif-
ferences across cohorts. At the same time, we 
also observe some differences in coach effects 
within cohorts. For example, Coach 1 shows 
larger effects than Coach 2 on Behavioral 
Climate and Challenge; Coach 3 (Cohort 2) 
shows larger effects than Coaches 4 and 5 on 
both Achievement of Lesson Aim and Behavioral 
Climate.

In addition, coach effects do not appear to be 
explained fully by other programmatic changes. 
Differences in training of coaches between 
cohorts are unlikely to account for our findings 
given that training was more intensive in the sec-
ond year. Furthermore, results are unlikely to be 
driven by differences in teacher-to-coach ratios 
across cohorts. Above, we note a modest increase 
in the number of total teachers and teachers per 
week with whom each coach worked. Intuitively, 
a heavier workload in Cohort 2 might have 
affected these coaches’ (particularly Coaches 4 
and 5) ability to individualize feedback to each 
teacher. Although we cannot rule out this as one 
contributing factor, the increases across cohorts 
in total teachers coached and teachers coached 
per week are not proportionate to the large differ-
ences in coach effects. In particular, we observe 
some of the largest coach effects for Coach 1 in 
Cohort 1, who worked with 15 total teachers and 
1.9 teachers per week. This workload is not sub-
stantively different from those for coaches in 
Cohort 2 who had the smallest treatment effects. 
Coach 4 worked with 18 teachers and 2.2 teach-
ers on average per week, and Coach 5 worked 
with 21 teachers and 2.1 teachers on average per 
week. This suggests that other differences 
between coaches likely play a key role.

Finally, we note that, although teachers were 
not randomly assigned to coaches, it is unlikely 
that teacher–coach matching would bias our esti-
mates substantially. In both cohorts, coaches 
made decisions about who would work with each 
teacher based mostly on past teaching experi-
ence; that is, coaches who had experience in ele-
mentary school tended to coach teachers at this 
level and similarly for those with experience at 
other grade levels. Geographical proximity also 
played a role in some matches. Together, these 
findings point to evidence of coach effects as one 
likely explanation for the differential findings we 
observe across cohorts.

Focus of coaching.  Next, we explore whether 
differences in treatment effects may be attrib-
utable to time spent on a given focus area—
behavior management, instructional delivery, 
or student engagement. In the regression model 
that explores this relationship, we include vari-
ables that describe the number of weeks teachers 
spent on each focus area. Because teachers often 
worked on more than one focus area in a given 
week, variables are not mutually exclusive. As 
described above, we include baseline measures 
of our teacher-level outcomes; this is important, 
given that the number of weeks of coaching that 
teachers focused on a given instructional domain 
likely is related to their incoming level of quality 
in this area. For similar reasons, we control for 
the total number of weeks of coaching received.

Our findings suggest that an additional week 
spent on instructional delivery is consistently 
associated with positive and mostly statistically 
significant improvements in teachers’ practices, 
including 0.39 SD on Achievement of Lesson 
Aim (p = .006; see Table 9). Conversely, time 
spent on behavior management is associated with 
negative and often statistically significant decre-
ments in teachers’ practices, including direct 
measures of a teacher’s behavior management 
skills (−0.18 SD on Behavioral Climate, p = 
.052; −0.13 SD on Control, p = .014). These neg-
ative coefficients remain when we rerun models 
only with Cohort 1 (−0.26 SD on Behavioral 
Climate, p = .095; −0.15 SD on Control, p = .171, 
not shown in Table 9), indicating that results are 
not confounded with cohort. Finally, when we 
formally compare coefficients for time spent on 
behavior management versus time spent on 
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instructional delivery, we find that they are sta-
tistically significantly different from each other 
when predicting each of our outcome measures 
except for Overall Effectiveness Composite. 
This indicates that time spent on the latter 
dimension over the former may contribute to 
program effectiveness and the differential treat-
ment effects we observe.

Given that the focus of coaching is endoge-
nous, these results should be interpreted cau-
tiously. That is, the program design suggests that 
teachers who spent more time on behavior man-
agement likely were those most in need of sup-
port. Indeed, this appears to be the case, with the 
number of weeks spent on behavior management 
negatively correlated with baseline Behavioral 
Climate score at −0.21 (p = .068). Therefore, we 
might expect to see a negative relationship 

between this variable and teachers’ overall effec-
tiveness. At the same time, it may be easiest to 
realize large initial gains in behavior management 
practices with teachers most in need of coaching 
for behavior management.

It is also noteworthy that the shift toward 
behavior management in Cohort 2 was not 
matched with targeted improvements in this spe-
cific area of teaching practice. In fact, we observe 
a statistically significant and negative relation-
ship between time spent on behavior manage-
ment and outcomes that directly measure 
management skills, Behavioral Climate and 
Control. It is surprising that, in a group of novice 
teachers where the focus of coaching was to 
improve their behavior management, neither out-
side observers nor students identified teachers as 
getting better at this skill. The fact that neither 

Table 9
Parameter Estimates of the Effect of MATCH Teacher Coaching on Teachers’ Practices Disaggregated by the 
Focus of Coaching

Summary 
index

MATCH rubric
Principal 
survey TRIPOD student survey

 
Achievement 
of lesson aim

Behavioral 
climate

Overall 
effectiveness 

composite Challenge Control Learn a lot

Behavior management −0.151 −0.240* −0.182† 0.000 −0.021 −0.135* −0.009
  (0.096) (0.114) (0.091) (0.101) (0.044) (0.055) (0.012)
Instructional delivery 0.318* 0.387** 0.475*** 0.096 0.143** 0.122 0.028
  (0.130) (0.134) (0.118) (0.127) (0.050) (0.080) (0.019)
Student engagement −0.052 −0.096 −0.074 0.001 −0.052 −0.032 0.000
  (0.095) (0.119) (0.090) (0.085) (0.039) (0.038) (0.015)
Number of weeks of 

coaching 
0.022 0.057 −0.014 −0.025 −0.011 0.040 −0.001

(0.106) (0.118) (0.098) (0.106) (0.052) (0.069) (0.020)

p values for differences between coefficients
  Behavior 

management = 
instruction

.002 .001 .001 .465 .018 .007 .056

  Behavior 
management = 
student engagement

.536 .450 .458 .990 .623 .123 .657

  Instruction = student 
engagement

.068 .026 .002 .615 .002 .114 .201

n (Teachers) 135 134 134 132 115 115 115
n (Students) — — — — 3,404 3,399 3,334

Note. Standard errors clustered by school year in parentheses. Focus area variables indicate the number of sessions that a teacher 
worked on a given area; these are always coded as 0 for control-group teachers. See Table 3 for further details.
†p < .1. *p < .05. **p < .01. ***p < .001.
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behavior management nor instructional delivery 
improved for teachers in Cohort 2—whereas in 
Cohort 1, teachers improved on both dimen-
sions—could be a further indication of the impor-
tance of coach effects.

Conclusion

A variety of theoretical and empirical evi-
dence points to teacher coaching as a high-qual-
ity professional development opportunity that 
can improve teachers’ practices and student 
achievement (Allen et  al., 2011; Campbell & 
Malkus, 2011; Desimone, 2009; Neuman & 
Cunningham, 2009; Powell et al., 2010; Russo, 
2004; Sailors & Price, 2010). In this study, we 
find inconsistent effects on teachers’ practices of 
a coaching program focused on behaviors com-
mon across grades and subjects. Our analyses 
suggest that differential effects across the two 
teacher cohorts we study are unlikely to be 
explained by idiosyncrasies in the research 
design. The large increase in the proportion of 
first- or second-year teachers in Cohort 2 may be 
a contributing factor but is unlikely to explain the 
large differences in treatment effects that we 
observe. Instead, our analyses suggest that these 
differences are due to one or more substantive 
changes in the coaching model—namely, teacher-
to-coach ratios, the total number of weeks of 
coaching received, turnover of coaches, and 
shifts in the focus of coaching.

Our research design cannot disentangle 
which of these program changes, or which com-
bination, led to differences in program effects 
across cohorts. At the same time, exploratory 
analyses provide some evidence that changes in 
the focus of coaching and, in particular, coach 
effectiveness across cohorts may have played a 
leading role. The fact that individual coaches 
likely differ in their effectiveness is not alto-
gether surprising. A large body of research finds 
substantial variability in teacher effectiveness, 
as well as a fairly steep learning curve in the 
first few years on the job (Harris & Sass, 2011; 
Kane, Rockoff, & Staiger, 2008; Papay & Kraft, 
in press; Rockoff, 2004). At the same time, 
these results are particularly salient at a time 
when little is known about particular skill sets 
that translate into being a good coach and the 
necessary conditions that make for a positive 

teacher–coach relationship. In our study, the 
intensity of training does not seem to explain 
coach effectiveness. Atteberry and Bryk (2011) 
suggested that there is a threshold effect where 
coaches who work with more than 12 teachers 
provide weaker implementation due to higher 
demands. Coaches’ overall and weekly work-
load may play a role in our findings. However, 
these factors do not appear to be the primary 
driver of coach effectiveness given vastly dif-
ferent treatment effects for coaches who worked 
with relatively similar numbers of teachers/
teachers per week. Some current descriptive 
work explores the teacher–coach dynamics but 
still argues that we need to examine learning 
processes within this relationship (see, for 
example, Coburn & Woulfin, 2012). To confirm 
our findings and expand on them, future 
research may consider randomly assigning 
teachers to coaches. This would allow analysts 
to test for variation at the coach level, as well as 
to look at the characteristics of effective coaches 
and effective teacher–coach relationships.

More surprising are our results around the 
focus of coaching. Prior work exploring effective 
classroom practices provides suggestive evi-
dence on the importance of behavior and class-
room management, often above other classroom 
features (Grossman, Loeb, Cohen, & Wyckoff, 
2013; Kane & Staiger, 2012; Stronge, Ward, & 
Grant, 2011). If anything, these findings lead us 
to suspect that focusing specifically on class-
room management would yield a greater increase 
in perceived teacher quality. This is particularly 
true in the context of this study, which took place 
in charter schools that often employ “no-excuses” 
policies toward classroom behavior. If, in fact, 
coaching teachers on instructional delivery is 
more beneficial than coaching on behavior man-
agement, this would be an important finding. 
Because of the endogeneity of time spent on any 
given classroom practice in this study and the 
way that it is confounded with coach effective-
ness, future research is needed to explore differ-
ential effects between coaching for instruction 
versus behavior management.

Finally, identifying cost-effective coaching 
designs will be an imperative for researchers as 
schools and districts look to invest in coaching 
as a key component of professional develop-
ment efforts. MTC costs between US$5,500 and 
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US$9,000 per teacher, driven largely by person-
nel costs and teacher-to-coach ratios. Although 
one way to lower costs would be to reduce the 
time a coach spends with any individual teacher, 
we find that when MTC cut back the number of 
weeks of coaching received, the program was 
no longer effective. Although we are unable to 
disentangle this result from the other changes in 
the coaching model, these findings align with 
prior work emphasizing the importance of high 
dosages or high density in professional develop-
ment programs (Garet et al., 2001; Ramey et al., 
2011). Another component to consider for cost-
effectiveness that we do not explore is the mode 
of coaching. Compared with in-person interac-
tions, online coaching might enable coaches to 
reach a broader group of teachers and decrease 
commuting time. Current evidence indicates 
that Web-based coaching around teacher– 
student interactions can raise student achieve-
ment (Allen et al., 2011). But, it is not clear if 
this mode is equally effective, more effective, 
or less effective than in-person coaching.

The potential to improve the quality of the 
teacher workforce via teacher coaching will 
depend on the efforts of researchers and practi-
tioners to identify the specific design features of 
effective coaching programs.
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Notes

1. In Cohort 1, we are missing data for all 7 teach-
ers who dropped from the study. In Cohort 2, we are 

missing data for 11 teachers, including 6 who left 
teaching and 5 who dropped participation. We are also 
missing some data for individual outcome measures 
due to maternity leaves at the end of the year, prin-
cipals who did not complete the survey, and student 
surveys that were lost in the mail.

2. The two raters who observed Cohort 2 teachers 
at the end of the year provided scores on Achievement 
of Lesson Aim and Behavioral Climate that were 1.2 
and 1.3 raw points higher, on average, than those from 
other sets of raters who observed Cohort 1 teachers 
both the prior and concurrent springs. One of the 
observers for Cohort 2 rated more than 25% of teach-
ers in the top score point on both of the rubric items. 
This does not affect our treatment estimates for Cohort 
2 as raters were fully crossed with treatment condi-
tions. However, it could lead to artificial differences in 
gain scores across cohorts due to rater effects.
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